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1 Problem statement

This paper is concerned with the numerical solution of systems of coupled monotone inclusions in Hilbert spaces. A simple instance of this problem is to

\[
\begin{align*}
0 &\in A_1 x_1 + x_1 - x_2 \\
0 &\in A_2 x_2 - x_1 + x_2,
\end{align*}
\]

(1.1)

where \((\mathcal{H}, \|\cdot\|)\) is a real Hilbert space, and where \(A_1\) and \(A_2\) are maximal monotone operators acting on \(\mathcal{H}\). This formulation arises in various areas of nonlinear analysis [12]. For example, if \(A_1 = \partial f_1\) and \(A_2 = \partial f_2\) are the subdifferentials of proper lower semicontinuous convex functions \(f_1\) and \(f_2\) from \(\mathcal{H}\) to \([-\infty, +\infty]\), (1.1) is equivalent to

\[
\text{minimize }_{x_1 \in \mathcal{H}, x_2 \in \mathcal{H}} f_1(x_1) + f_2(x_2) + \frac{1}{2} \|x_1 - x_2\|^2.
\]

(1.2)

This joint minimization problem, which was first investigated in [1], models problems in disciplines such as the cognitive sciences [4], image processing [26], and signal processing [28] (see also the references therein for further applications in mechanics, filter design, and dynamical games). In particular, if \(f_1\) and \(f_2\) are the indicator functions of closed convex subsets \(C_1\) and \(C_2\) of \(\mathcal{H}\), (1.2) reduces to the classical best approximation pair problem [8, 11, 18, 29]

\[
\text{minimize }_{x_1 \in C_1, x_2 \in C_2} \|x_1 - x_2\|.
\]

(1.3)

On the numerical side, a simple algorithm is available to solve (1.1), namely,

\[
x_{1,0} \in \mathcal{H} \quad \text{and} \quad (\forall n \in \mathbb{N}) \quad \begin{cases} x_{2,n} = (\text{Id} + A_2)^{-1} x_{1,n} \\ x_{1,n+1} = (\text{Id} + A_1)^{-1} x_{2,n}. \end{cases}
\]

(1.4)

This alternating resolvent method produces sequences \((x_{1,n})_{n \in \mathbb{N}}\) and \((x_{2,n})_{n \in \mathbb{N}}\) that converge weakly to points \(x_1\) and \(x_2\), respectively, such that \((x_1, x_2)\) solves (1.1) if solutions exist [12, Theorem 3.3]. In [3], the variational formulation (1.2) was extended to

\[
\text{minimize }_{x_1 \in \mathcal{H}_1, x_2 \in \mathcal{H}_2} f_1(x_1) + f_2(x_2) + \frac{1}{2} \|L_1 x_1 - L_2 x_2\|^2_{\mathcal{G}},
\]

(1.5)

where \(\mathcal{H}_1, \mathcal{H}_2,\) and \(\mathcal{G}\) are Hilbert spaces, \(f_1 : \mathcal{H}_1 \to [-\infty, +\infty]\) and \(f_2 : \mathcal{H}_2 \to [-\infty, +\infty]\) are proper lower semicontinuous convex functions, and \(L_1 : \mathcal{H}_1 \to \mathcal{G}\) and \(L_2 : \mathcal{H}_2 \to \mathcal{G}\) are linear and bounded. This problem was solved in [3] via an inertial alternating minimization procedure first proposed in [4] for (1.2).

The above problems and their solution algorithms are limited to two variables which, in addition, must be linearly coupled. These are serious restrictions since models featuring more than two variables and/or nonlinear coupling schemes arise naturally in applications. The purpose of this paper is to address simultaneously these restrictions by proposing a parallel algorithm for solving systems of monotone inclusions involving an arbitrary number of variables and nonlinear coupling. The breadth and flexibility of this framework will be illustrated through applications in the areas of evolution inclusions, variational problems, best approximation, and network flows.

We now state our problem formulation and our standing assumptions.
Problem 1.1 Let \((\mathcal{H}_i)_{1\leq i\leq m}\) be real Hilbert spaces, where \(m \geq 2\). For every \(i \in \{1, \ldots, m\}\), let \(A_i: \mathcal{H}_i \to 2^{\mathcal{H}_i}\) be maximal monotone and let \(B_i: \mathcal{H}_1 \times \cdots \times \mathcal{H}_m \to \mathcal{H}_i\). It is assumed that there exists \(\beta \in [0, +\infty]\) such that

\[
(\forall (x_1, \ldots, x_m) \in \mathcal{H}_1 \times \cdots \times \mathcal{H}_m)(\forall (y_1, \ldots, y_m) \in \mathcal{H}_1 \times \cdots \times \mathcal{H}_m)\]

\[
\sum_{i=1}^{m} \langle x_i - y_i \mid B_i(x_1, \ldots, x_m) - B_i(y_1, \ldots, y_m) \rangle \geq \beta \sum_{i=1}^{m} \|B_i(x_1, \ldots, x_m) - B_i(y_1, \ldots, y_m)\|^2. \quad (1.6)
\]

The problem is to

\[
\text{find } x_1 \in \mathcal{H}_1, \ldots, x_m \in \mathcal{H}_m \text{ such that } \begin{cases} 0 \in A_1x_1 + B_1(x_1, \ldots, x_m) \\ \vdots \\ 0 \in A_mx_m + B_m(x_1, \ldots, x_m), \end{cases} \quad (1.7)
\]

under the assumption that such points exist.

In abstract terms, the system of inclusions in (1.7) models an equilibrium involving \(m\) variables in different Hilbert spaces. The \(i\)th inclusion in this system is a perturbation of the basic inclusion \(0 \in A_ix_i\) by addition of the coupling term \(B_i(x_1, \ldots, x_m)\). Our analysis captures various linear and nonlinear coupling schemes. If

\[
(\forall i \in \{1, \ldots, m\}) \quad \mathcal{H}_i = \mathcal{H} \quad \text{and} \quad (\forall x \in \mathcal{H}) \quad B_i(x, \ldots, x) = 0, \quad (1.8)
\]

then Problem 1.1 is a relaxation of the standard problem [20, 33] of finding a common zero of the operators \((A_i)_{1\leq i\leq m}\), i.e., of solving the inclusion \(0 \in \bigcap_{i=1}^{m} A_ix_i\). In particular, if \(m = 2\), \(\mathcal{H}_1 = \mathcal{H}_2 = \mathcal{H}\), \(B_1 = -B_2: (x_1, x_2) \mapsto x_1 - x_2\), and \(\beta = 1/2\), then Problem 1.1 reverts to (1.1). On the other hand, if \(m = 2\), \(A_1 = \partial f_1\), \(A_2 = \partial f_2\), \(B_1: (x_1, x_2) \mapsto L_1^*(L_1x_1 - L_2x_2)\), \(B_2: (x_1, x_2) \mapsto -L_2^*(L_1x_1 - L_2x_2)\), and \(\beta = (\|L_1\|^2 + \|L_2\|^2)^{-1}\), then Problem 1.1 reverts to (1.5). Generally speaking, (1.7) covers coupled problems involving minimizations, variational inequalities, saddle points, or evolution inclusions, depending on the type of the maximal monotone operators \((A_i)_{1\leq i\leq m}\).

The paper is organized as follows. In Section 2, we present our algorithm for solving Problem 1.1 and prove its convergence. Applications to systems of evolution inclusions are treated in Section 3. Finally, Section 4 is devoted to variational formulations deriving from Problem 1.1 and features applications to best approximation and network flows.

Notation. Throughout, \(\mathcal{H}\) and \((\mathcal{H}_i)_{1\leq i\leq m}\) are real Hilbert spaces. For convenience, their scalar products are all denoted by \(\langle \cdot, \cdot \rangle\) and the associated norms by \(\|\cdot\|\). The symbols \(\to\) and \(\rightarrow\) denote, respectively, weak and strong convergence, \(\text{Id}\) denotes the identity operator, and \(L^*\) denotes the adjoint of a bounded linear operator \(L\). The indicator function of a subset \(C\) of \(\mathcal{H}\) is

\[
i_C: x \mapsto \begin{cases} 0, & \text{if } x \in C; \\ +\infty, & \text{if } x \notin C, \end{cases} \quad (1.9)
\]

and the distance from \(x \in \mathcal{H}\) to \(C\) is \(d_C(x) = \inf_{y \in C} \|x - y\|\); if \(C\) is nonempty closed and convex, the projection of \(x\) onto \(C\) is the unique point \(P_Cx\) in \(C\) such that \(\|x - P_Cx\| = d_C(x)\). We denote by \(\Gamma_0(\mathcal{H})\) the class of lower semicontinuous convex functions \(f: \mathcal{H} \to ]-\infty, +\infty]\) which are proper
in the sense that \( \text{dom } f = \{ x \in \mathcal{H} \mid f(x) < +\infty \} \neq \emptyset \). The subdifferential of \( f \in \Gamma_0(\mathcal{H}) \) is the maximal monotone operator
\[
\partial f: \mathcal{H} \to 2^{\mathcal{H}}: x \mapsto \{ u \in \mathcal{H} \mid (\forall y \in \mathcal{H}) \ (y - x \mid u) + f(x) \leq f(y) \}.
\]
(1.10)

We denote by \( \text{gra } A = \{ (x, u) \in \mathcal{H} \times \mathcal{H} \mid u \in Ax \} \) the graph of a set-valued operator \( A: \mathcal{H} \to 2^{\mathcal{H}} \), with \( \text{dom } A = \{ x \in \mathcal{H} \mid Ax \neq \emptyset \} \) its domain, and by \( J_A = (\text{Id} + A)^{-1} \) its resolvent. If \( A \) is monotone, then \( J_A \) is single-valued and nonexpansive and, furthermore, if \( A \) is maximal monotone, then \( \text{dom } J_A = \mathcal{H} \). For complements and further background on convex analysis and monotone operator theory, see \([5, 15, 44, 46, 48]\).

## 2 Algorithm

Let us start with a characterization of the solutions to Problem 1.1.

**Proposition 2.1** Let \( (x_i)_{1 \leq i \leq m} \in \mathcal{H}_1 \times \cdots \times \mathcal{H}_m \), let \( (\lambda_i)_{1 \leq i \leq m} \in [0, 1]^m \), and let \( \gamma \in ]0, +\infty[ \). Then \( (x_i)_{1 \leq i \leq m} \) solves Problem 1.1 if and only if
\[
(\forall i \in \{1, \ldots, m\}) \quad x_i = \lambda_i x_i + (1 - \lambda_i) J_{\gamma A_i}(x_i - \gamma B_i(x_1, \ldots, x_m)).
\]
(2.1)

**Proof.** Let \( i \in \{1, \ldots, m\} \). Then, since \( B_i \) is single-valued,
\[
0 \in A_i x_i + B_i(x_1, \ldots, x_m) \iff x_i - \gamma B_i(x_1, \ldots, x_m) \in x_i + \gamma A_i x_i
\]
\[
\iff x_i = J_{\gamma A_i}(x_i - \gamma B_i(x_1, \ldots, x_m))
\]
\[
\iff x_i = x_i + (1 - \lambda_i)(J_{\gamma A_i}(x_i - \gamma B_i(x_1, \ldots, x_m)) - x_i),
\]
and we obtain (2.1). \( \square \)

The above characterization suggests the following algorithm, which constructs \( m \) sequences \( \{(x_i, n)_{n \in \mathbb{N}}\}_{1 \leq i \leq m} \). Recall that \( \beta \) is the constant appearing in (1.6).

**Algorithm 2.2** Fix \( \varepsilon \in ]0, \min\{1, \beta\}[ \), \( (\gamma_n)_{n \in \mathbb{N}} \) in \([\varepsilon, 2\beta - \varepsilon]\), \( (\lambda_n)_{n \in \mathbb{N}} \) in \([0, 1 - \varepsilon]\), and \( (x_{i,0})_{1 \leq i \leq m} \) \( \in \mathcal{H}_1 \times \cdots \times \mathcal{H}_m \). Set, for every \( n \in \mathbb{N} \),
\[
\begin{align*}
x_{1,n+1} &= \lambda_{1,n} x_{1,n} + (1 - \lambda_{1,n})(J_{\gamma_n A_{1,n}}(x_{1,n} - \gamma_n (B_{1,n}(x_{1,n}, \ldots, x_{m,n}) + b_{1,n}))) + a_{1,n} \\
& \quad \vdots \\
x_{m,n+1} &= \lambda_{m,n} x_{m,n} + (1 - \lambda_{m,n})(J_{\gamma_n A_{m,n}}(x_{m,n} - \gamma_n (B_{m,n}(x_{1,n}, \ldots, x_{m,n}) + b_{m,n}))) + a_{m,n},
\end{align*}
\]
(2.3)

where, for every \( i \in \{1, \ldots, m\} \), the following hold.

(i) \( (A_{i,n})_{n \in \mathbb{N}} \) are maximal monotone operators from \( \mathcal{H}_i \) to \( 2^{\mathcal{H}_i} \) such that
\[
(\forall \rho \in ]0, +\infty[) \sum_{n \in \mathbb{N}} \sup_{\|y\| \leq \rho} \|J_{\gamma_n A_{i,n}} y - J_{\gamma_n A_i} y\| < +\infty.
\]
(2.4)

(ii) \( (B_{i,n})_{n \in \mathbb{N}} \) are operators from \( \mathcal{H}_1 \times \cdots \times \mathcal{H}_m \) to \( \mathcal{H}_i \) such that
Definition 2.3 An operator $A: \mathcal{H} \to 2^\mathcal{H}$ is demiregular at $y \in \text{dom } A$ if, for every sequence $((y_n, v_n))_{n \in \mathbb{N}}$ in gra $A$ and every $v \in Ay$, we have
\[
\begin{cases}
y_n \to y \\
v_n \to v
\end{cases} \quad \Rightarrow \quad y_n \to y. \tag{2.5}
\]

Proposition 2.4 Let $A: \mathcal{H} \to 2^\mathcal{H}$, let $y \in \text{dom } A$, and let $\mathcal{M}$ be the class of nondecreasing functions from $[0, +\infty[$ to $[0, +\infty]$ that vanish only at 0. Suppose that one of the following holds.

(i) $A$ is uniformly monotone at $y$, i.e., there exists $\phi \in \mathcal{M}$ such that
\[
(\forall v \in Ay)(\forall (x, u) \in \text{gra } A) \quad \langle x - y \mid u - v \rangle \geq \phi(\|x - y\|). \tag{2.6}
\]

(ii) $A$ is uniformly monotone, i.e., there exists $\phi \in \mathcal{M}$ such that (2.6) holds for every $y \in \text{dom } A$.

(iii) $A$ is strongly monotone, i.e., there exists $\rho \in [0, +\infty[$ such that $A - \rho \text{Id}$ is monotone.

(iv) $A = \partial f$, where $f \in \Gamma_0(\mathcal{H})$ is uniformly convex at $y$ [46, Section 3.4], i.e., there exists $\phi \in \mathcal{M}$ such that
\[
(\forall \alpha \in [0, 1])(\forall x \in \text{dom } f) \quad f(\alpha x + (1 - \alpha)y) + \alpha(1 - \alpha)\phi(\|x - y\|) \leq \alpha f(x) + (1 - \alpha)f(y). \tag{2.7}
\]

(v) $A = \partial f$, where $f \in \Gamma_0(\mathcal{H})$ is uniformly convex, i.e., there exists $\phi \in \mathcal{M}$ such that (2.7) holds for every $y \in \text{dom } f$. 

(vi) $A = \partial f$, where $f \in \Gamma_0(\mathcal{H})$ is strongly convex, i.e., there exists $\rho \in ]0, +\infty[$ such that $f - \rho\|\cdot\|^2/2$ is convex.

(vii) $A = \partial f$, where $f \in \Gamma_0(\mathcal{H})$ and the lower level sets of $f$ are boundedly compact.

(viii) $J_A$ is compact, i.e., for every bounded set $C \subset \mathcal{H}$, the closure of $J_A(C)$ is compact.

(ix) dom $A$ is boundedly relatively compact, i.e., the intersection of its closure with every closed ball is compact.

(x) $\mathcal{H}$ is finite-dimensional.

(xi) $A : \mathcal{H} \to \mathcal{H}$ is single-valued with a single-valued continuous inverse.

(xii) $A$ is single-valued on dom $A$ and $\text{Id} - A$ demicompact [38], [47, Section 10.4], i.e., for every bounded sequence $(x_n)_{n \in \mathbb{N}}$ in dom $A$ such that $(Ax_n)_{n \in \mathbb{N}}$ converges strongly, $(x_n)_{n \in \mathbb{N}}$ admits a strong cluster point.

Then $A$ is demiregular at $y$.

Proof. Let $((y_n, v_n))_{n \in \mathbb{N}}$ be a sequence in gra $A$ and let $v \in Ay$ be such that $y_n \rightharpoonup y$ and $v_n \to v$. We must show that $y_n \to y$.

(i): By (2.6), there exists $\phi \in \mathcal{M}$ such that $(\forall n \in \mathbb{N}) \langle y_n - y | v_n - v \rangle \geq \phi(\|y_n - y\|)$. However, since $y_n \rightharpoonup y$ and $v_n \to v$, we have $(y_n - y | v_n - v) \to 0$. Therefore, appealing to the properties of $\phi$, we conclude that $\|y_n - y\| \to 0$.

(ii)$\Rightarrow$(i): Clear.

(iii)$\Rightarrow$(ii): Indeed, $A$ is uniformly monotone with $\phi : t \mapsto \rho t^2$.

(iv)$\Rightarrow$(i): See [46, Section 3.4].

(v)$\Rightarrow$(iv): Clear.

(vi)$\Rightarrow$(v): Indeed, $f$ is uniformly convex with $\phi : t \mapsto \rho t^2/2$.

(vii): Since $(y_n - y | v_n) \to 0$, there exists $\rho \in ]0, +\infty[$ such that $\sup_{n \in \mathbb{N}} (y_n - y | v_n) \leq \rho$. Hence, since $y \in \text{dom} \partial f \subset \text{dom} f$, (1.10) yields

$$\langle \forall n \in \mathbb{N} \rangle \ f(y_n) \leq f(y) + (y_n - y | v_n) \leq f(y) + \rho < +\infty,$$

which shows that $(y_n)_{n \in \mathbb{N}}$ lies in a lower level set of $f$. Since $(y_n)_{n \in \mathbb{N}}$ is bounded, it therefore lies in a compact set. However, since weak convergence and strong convergence coincide for sequences in compact sets, we conclude that $y_n \to y$.

(viii): We have $(\forall n \in \mathbb{N}) (y_n, v_n) \in \text{gra} A \Rightarrow (v_n + y_n) - y_n \in Ay_n \Rightarrow y_n = J_A(v_n + y_n)$. Since $(v_n + y_n)_{n \in \mathbb{N}}$ converge weakly, it lies in a bounded set $C$. Thus, $(y_n)_{n \in \mathbb{N}}$ lies in $J_A(C)$, which has compact closure. Hence $y_n \rightharpoonup y \Rightarrow y_n \to y$.

(ix)$\Rightarrow$(viii): Let $C \subset \mathcal{H}$ be bounded. Then $J_A(C) \subset J_A(\mathcal{H}) = \text{dom} A$ and, by nonexpansivity of $J_A$, $J_A(C)$ is bounded. Altogether, $J_A(C)$ has compact closure.

(x)$\Rightarrow$(ix): Clear.
(xi): Since \( Ay_n = v_n \to v = Ay \), we have \( y_n = A^{-1}v_n \to A^{-1}v = y \).

(xii): Since \((y_n)_{n \in \mathbb{N}}\) converges weakly, it is bounded. In addition, \((Ay_n)_{n \in \mathbb{N}} = (v_n)_{n \in \mathbb{N}}\) converges strongly. Hence, by demicompactness of \( \text{Id} - A \), \((y_n)_{n \in \mathbb{N}}\) has a strong cluster point \( x \) and, since \( y_n \to y \), we must have \( x = y \). Now suppose that \( y_n \not\to y \). Then, there exist \( \varepsilon \in ]0, +\infty[ \) and a subsequence \((y_{k_n})_{n \in \mathbb{N}}\) such that

\[
(\forall n \in \mathbb{N}) \quad \|y_{k_n} - y\| \geq \varepsilon. \tag{2.9}
\]

However, since \( y_{k_n} \to y \) and \((Ay_{k_n})_{n \in \mathbb{N}}\) converges strongly, arguing as above, we can extract a further subsequence \((y_{k_n})_{n \in \mathbb{N}}\) such that \( y_{k_n} \to y \), which contradicts (2.9). Therefore, \( y_n \to y \). \( \Box \)

Next, we recall the notion of cocoercivity.

**Definition 2.5** Let \( \gamma \in ]0, +\infty[ \). An operator \( B : H \to H \) is \( \gamma \)-cocoercive if \( \gamma B \) is firmly nonexpansive, i.e.,

\[
(\forall x \in H)(\forall y \in H) \quad (x - y, Bx - By) \geq \gamma \|Bx - By\|^2. \tag{2.10}
\]

Firmly nonexpansive operators include resolvents of maximal monotone operators, proximity operators, and projectors onto nonempty closed convex sets. In addition, the Yosida approximation of a maximal monotone operator of index \( \gamma \) is \( \gamma \)-cocoercive \([2]\) (further examples of cocoercive operators can be found in \([49]\)). It is clear from (2.10) that, if \( B \) is \( \gamma \)-cocoercive, then it is \( \gamma^{-1} \)-Lipschitz continuous. The next lemma, which provides a converse implication, supplies us with another important instance of cocoercive operator (see also \([27]\)).

**Lemma 2.6** \([7, \text{Corollaire 10}]\) Let \( \varphi : H \to \mathbb{R} \) be a differentiable convex function and let \( \tau \in ]0, +\infty[ \). Suppose that \( \nabla \varphi \) is \( \tau \)-Lipschitz continuous. Then \( \nabla \varphi \) is \( \tau^{-1} \)-cocoercive.

We shall also use the following fact.

**Lemma 2.7** \([22, \text{Lemma 2.3}]\) Let \( \gamma \in ]0, +\infty[ \), let \( B : H \to H \) be a \( \gamma \)-cocoercive operator, and let \( \gamma \in ]0, 2\gamma[ \). Then \( \text{Id} - \gamma B \) is nonexpansive.

We are now ready to record some convergence properties of the forward-backward algorithm, which are of interest in their own right. The forward-backward algorithm finds its roots in the projected gradient method \([34]\) and certain methods for solving variational inequalities \([6, 16, 35, 43]\) (see also the bibliography of \([22]\) for more recent developments).

**Theorem 2.8** Let \( (H, ||\cdot||) \) be a real Hilbert space, let \( \gamma \in ]0, +\infty[ \), let \( A : H \to 2^H \) be a maximal monotone operator, and let \( B : H \to H \) be a \( \gamma \)-cocoercive operator such that

\[
Z = (A + B)^{-1}(0) \neq \emptyset. \tag{2.11}
\]

Fix \( \varepsilon \in ]0, \min\{1, \chi\}[ \), let \( (\gamma_n)_{n \in \mathbb{N}} \) be a sequence in \( ]\varepsilon, 2\chi - \varepsilon[ \), let \( (\lambda_n)_{n \in \mathbb{N}} \) be a sequence in \( ]0, 1 - \varepsilon[ \), and let \( (a_n)_{n \in \mathbb{N}} \) and \( (b_n)_{n \in \mathbb{N}} \) be sequences in \( H \) such that \( \sum_{n \in \mathbb{N}} ||a_n|| < +\infty \) and \( \sum_{n \in \mathbb{N}} ||b_n|| < +\infty \). Finally, fix \( x_0 \in H \), and for every \( n \in \mathbb{N} \), set

\[
x_{n+1} = \lambda_n x_n + (1 - \lambda_n)(J_{\gamma_n A}(x_n - \gamma_n(Bx_n + b_n)) + a_n). \tag{2.12}
\]

Then the following hold for some \( x \in Z \).

(i) \( x_n \rightharpoonup x \).
(ii) $Bx_n \to Bx$.

(iii) $x_n - J_{\gamma_n}A(x_n - \gamma_nBx_n) \to 0$.

(iv) Suppose that one of the following is satisfied.

(a) $A$ is demiregular at $x$ (see Proposition 2.4 for special cases).

(b) $B$ is demiregular at $x$ (see Proposition 2.4 for special cases).

(c) $\text{int } Z \neq \emptyset$.

Then $x_n \to x$.

Proof. For every $n \in \mathbb{N}$, set

$$T_{1,n} = J_{\gamma_n}A, \ T_{2,n} = \text{Id} - \gamma_nB,$$

$$e_{1,n} = a_n, \ e_{2,n} = -\gamma_n b_n, \ \mu_n = 1 - \lambda_n, \ \beta_{1,n} = 2, \ \text{and} \ \beta_{2,n} = \frac{2\chi}{\gamma_n}. \ (2.13)$$

Then $\sum_{n \in \mathbb{N}} \mu_n ||e_{1,n}|| < +\infty$, $\sum_{n \in \mathbb{N}} \mu_n ||e_{2,n}|| < +\infty$, and, by [22, Equation (6.5)], $Z = \bigcap_{n \in \mathbb{N}} \text{Fix } T_{1,n}T_{2,n}$. Moreover, as seen in [22, Section 6], (1 - $\beta_{1,n}$)Id + $\beta_{1,n}T_{1,n}$ and (1 - $\beta_{2,n}$)Id + $\beta_{2,n}T_{2,n}$ are nonexpansive, and (2.12) can be rewritten as

$$x_{n+1} = x_n + \mu_n(T_{1,n}(T_{2,n}x_n + e_{2,n}) + e_{1,n} - x_n), \ (2.14)$$

which is precisely the iteration governing [22, Algorithm 1.2], where $m = 2$.

(i): [22, Corollary 6.5].

(ii)&(iii): We derive from (2.14), [22, Remark 3.4], and our assumptions on $(\lambda_n)_{n \in \mathbb{N}}$ and $(\gamma_n)_{n \in \mathbb{N}}$ that $(\text{Id} - T_{2,n})x_n - (\text{Id} - T_{2,n})x \to 0$ and, in turn, that $Bx_n \to Bx$. Likewise, [22, Remark 3.4] yields $x_n - T_{1,n}T_{2,n}x_n \to 0$ and, therefore, $x_n - J_{\gamma_n}A(x_n - \gamma_nBx_n) \to 0$.

(iv)(a): Set $v = -Bx$ and

$$\forall n \in \mathbb{N} \ \begin{cases} y_n = J_{\gamma_n}A(x_n - \gamma_nBx_n) \\ v_n = \gamma_n^{-1}(x_n - y_n) - Bx_n. \end{cases} \ (2.15)$$

On the one hand, we have $v = -Bx \in Ax$ and $(\forall n \in \mathbb{N}) (y_n, v_n) \in \text{gra } A$. On the other hand, we derive from (i) and (iii) that $y_n \to x$. Furthermore, since

$$\forall n \in \mathbb{N} \ |||v_n - v||| \leq \frac{|||x_n - y_n|||}{\gamma_n} + ||Bx_n - Bx||, \ (2.16)$$

it follows from (ii), (iii), and the condition $\inf_{n \in \mathbb{N}} \gamma_n > 0$ that $v_n \to v$. It then results from Definition 2.3 that $y_n \to x$ and, in turn, from (iii) that $x_n \to x$.

(iv)b: Set $v = Bx$ and $(\forall n \in \mathbb{N}) v_n = Bx_n$. Then (i) yields $x_n \to x$ and (ii) yields $v_n \to v$. It thus follows from Definition 2.3 that $x_n \to x$.

(iv)(c): This follows from (i) and [22, Theorem 3.3(i) & Lemma 2.8(iv)]. ⊓⊔

The main results of this section are the following theorems. Let us start with weak convergence.
Theorem 2.9 Let \(((x_{i,n})_{n\in\mathbb{N}})_{1\leq i \leq m}\) be sequences generated by Algorithm 2.2. Then, for every \(i \in \{1, \ldots, m\}\), \((x_{i,n})_{n\in\mathbb{N}}\) converges weakly to a point \(x_i \in \mathcal{H}_i\), and \((x_i)_{1\leq i \leq m}\) is a solution to Problem 1.1.

Proof. Throughout the proof, a generic element \(x\) in the Cartesian product \(\mathcal{H}_1 \times \cdots \times \mathcal{H}_m\) will be expressed in terms of its components as \(x = (x_i)_{1\leq i \leq m}\). We shall show that our algorithmic setting reduces to the situation described in Theorem 2.8(i) in the Hilbert direct sum \(\mathcal{H} = \mathcal{H}_1 \oplus \cdots \oplus \mathcal{H}_m\) obtained by endowing \(\mathcal{H}_1 \times \cdots \times \mathcal{H}_m\) with the scalar product

\[
\langle \cdot \mid \cdot \rangle : (x, y) \mapsto \sum_{i=1}^{m} \langle x_i \mid y_i \rangle,
\]

with associated norm

\[
||| \cdot ||| : x \mapsto \sqrt{\sum_{i=1}^{m} |||x_i|||^2}.
\]

To this end, we shall show that the iterations (2.3) can be cast in the form of (2.12). First, define

\[
A : \mathcal{H} \rightarrow 2^{\mathcal{H}} : x \mapsto \bigtimes_{i=1}^{m} A_i x_i \quad \text{and} \quad (\forall n \in \mathbb{N}) \quad A_n : \mathcal{H} \rightarrow 2^{\mathcal{H}} : x \mapsto \bigtimes_{i=1}^{m} A_{i,n} x_i.
\]

It follows from the maximal monotonicity of the operators \((A_i)_{1\leq i \leq m}\), condition (i) in Algorithm 2.2, (2.17), and (2.19) that

\[
A \text{ and } (A_n)_{n \in \mathbb{N}} \text{ are maximal monotone},
\]

with resolvents

\[
J_A : \mathcal{H} \rightarrow \mathcal{H} : x \mapsto (J_{A_1} x_1)_{1\leq i \leq m} \quad \text{and} \quad (\forall n \in \mathbb{N}) \quad J_{A_n} : \mathcal{H} \rightarrow \mathcal{H} : x \mapsto (J_{A_{i,n}} x_i)_{1\leq i \leq m},
\]

respectively. Moreover, for every \(\rho \in ]0, +\infty[\), we derive from (2.18), (2.21), and condition (i) in Algorithm 2.2 that

\[
\sum_{n \in \mathbb{N}} \sup_{||y|| \leq \rho} |||J_{\gamma_n A_n} y - J_{\gamma_n A} y||| \leq \sum_{n \in \mathbb{N}} \sup_{||y|| \leq \rho} \sqrt{\sum_{i=1}^{m} |||J_{\gamma_n A_{i,n}} y_i - J_{\gamma_n A_i} y_i|||^2} \leq \sum_{n \in \mathbb{N}} \sup_{||y|| \leq \rho} \sum_{i=1}^{m} ||J_{\gamma_n A_{i,n}} y_i - J_{\gamma_n A_i} y_i|| \leq \sum_{i=1}^{m} \sum_{n \in \mathbb{N}} \sup_{||y|| \leq \rho} ||J_{\gamma_n A_{i,n}} y_i - J_{\gamma_n A_i} y_i|| < +\infty.
\]

Now define

\[
B : \mathcal{H} \rightarrow \mathcal{H} : x \mapsto (B_i x)_{1\leq i \leq m} \quad \text{and} \quad (\forall n \in \mathbb{N}) \quad B_n : \mathcal{H} \rightarrow \mathcal{H} : x \mapsto (B_{i,n} x)_{1\leq i \leq m}.
\]

Then (1.7) is equivalent to

\[
\text{find } x \in \mathcal{Z} = (A + B)^{-1}(0).
\]

Moreover, in the light of (2.17), (2.18), and (2.23), (1.6) becomes

\[
(\forall x \in \mathcal{H})(\forall y \in \mathcal{H}) \quad \langle x - y \mid B x - B y \rangle \geq \beta |||B x - B y|||^2.
\]
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In other words, $B$ is $\beta$-cocoercive. Next, let $n \in \mathbb{N}$ and set
\[
c_n = (a_{i,n})_{1 \leq i \leq m} \quad \text{and} \quad d_n = (b_{i,n})_{1 \leq i \leq m}.
\]
(2.26)

We deduce from (2.18) and condition (iii) in Algorithm 2.2 that
\[
\sum_{k \in \mathbb{N}} |||c_k||| \leq \sum_{k \in \mathbb{N}} \sqrt{\sum_{i=1}^{m} \|a_{i,k}\|^2} \leq \sum_{i=1}^{m} \sum_{k \in \mathbb{N}} \|a_{i,k}\| < +\infty
\]
and, likewise, that
\[
\sum_{k \in \mathbb{N}} |||d_k||| < +\infty.
\]
(2.27)

Now set
\[
x_n = (x_{i,n})_{1 \leq i \leq m} \quad \text{and} \quad \Lambda_n: \mathcal{H} \to \mathcal{H}: x \mapsto (\lambda_{i,n} x_{i})_{1 \leq i \leq m}.
\]
(2.28)

It follows from (2.18) and condition (iv) in Algorithm 2.2 that
\[
|||\Lambda_n||| = \max_{1 \leq i \leq m} \lambda_{i,n} \leq 1 \quad \text{and} \quad |||\text{Id} - \Lambda_n||| = 1 - \min_{1 \leq i \leq m} \lambda_{i,n} \leq 1.
\]
(2.29)

Hence,
\[
|||\Lambda_n||| + |||\text{Id} - \Lambda_n||| = 1 + \max_{1 \leq i \leq m} (\lambda_{i,n} - \lambda_n) - \min_{1 \leq i \leq m} (\lambda_{i,n} - \lambda_n) \leq 1 + \tau_n,
\]
(2.30)

where
\[
\tau_n = 2 \max_{1 \leq i \leq m} |\lambda_{i,n} - \lambda_n|.
\]
(2.31)

Moreover, in view of (2.21), (2.23), (2.26), and (2.29), the iterations (2.3) are equivalent to
\[
x_{n+1} = \Lambda_n x_n + (\text{Id} - \Lambda_n) \left( J_{\gamma_n} A_n \left( x_n - \gamma_n (B_n x_n + d_n) \right) + c_n \right).
\]
(2.32)

Now define
\[
D_n = B_n - B.
\]
(2.33)

It follows from condition (ii)(a) in Algorithm 2.2, (2.18), and (2.23) that $D_n$ is Lipschitz continuous with constant $\kappa_n = \sqrt{\sum_{i=1}^{m} \kappa_{i,n}^2}$ and that
\[
\sum_{k \in \mathbb{N}} \kappa_k = \sum_{k \in \mathbb{N}} \sqrt{\sum_{i=1}^{m} \kappa_{i,k}^2} \leq \sum_{i=1}^{m} \sum_{k \in \mathbb{N}} \kappa_{i,k} < +\infty.
\]
(2.34)

Furthermore, set
\[
b_n = D_n x_n + d_n
\]
(2.35)

and let $x \in Z$. Then
\[
|||b_n||| \leq |||D_n x_n||| + |||d_n|||
\leq |||D_n x_n - D_n x||| + |||D_n x - D_n z||| + |||d_n|||
\leq \kappa_n (|||x_n - x||| + |||x - z|||) + |||d_n|||,
\]
(2.36)
where $z$ is provided by assumption (ii)(b) in Algorithm 2.2. We now set
\[ T_n = \text{Id} - \gamma_n B \quad \text{and} \quad e_n = J_{\gamma_n A_n}(T_n x) - x. \] (2.39)

On the one hand, the inequality $\sup_{k \in \mathbb{N}} \gamma_k \leq 2\beta$ yields
\[ |||T_n x||| \leq \rho, \quad \text{where} \quad \rho = |||x||| + 2\beta |||Bx|||. \] (2.40)

On the other hand, since $x$ is a solution to Problem 1.1, Proposition 2.1, (2.21), and (2.23) supply
\[ x = J_{\gamma_n A}(T_n x). \] (2.41)

Therefore, (2.39), (2.40), and (2.22) imply that
\[ \sum_{k \in \mathbb{N}} |||e_k||| = \sum_{k \in \mathbb{N}} |||J_{\gamma_k A_k}(T_k x) - x||| = \sum_{k \in \mathbb{N}} |||J_{\gamma_k A_k}(T_k x) - J_{\gamma_k A}(T_k x)||| < +\infty. \] (2.42)

In addition, (2.35), (2.37), and (2.39) yield
\[ J_{\gamma_n A_n}(x_n - \gamma_n (B_n x_n + d_n)) - x = J_{\gamma_n A_n}(T_n x_n - \gamma_n b_n) - J_{\gamma_n A_n}(T_n x) + e_n. \] (2.43)

Since $J_{\gamma_n A}$ and, by Lemma 2.7, $T_n$ are nonexpansive, we derive from (2.43) and (2.38) that
\[ |||J_{\gamma_n A_n}(x_n - \gamma_n (B_n x_n + d_n)) - x||| \leq |||J_{\gamma_n A_n}(T_n x_n - \gamma_n b_n) - J_{\gamma_n A_n}(T_n x)||| + |||e_n||| \]
\[ \leq |||T_n x_n - \gamma_n b_n - T_n x||| + |||e_n||| \]
\[ \leq |||x_n - x||| + |||\gamma_n b_n||| + |||e_n||| \]
\[ \leq (1 + 2\beta \kappa_n)|||x_n - x||| + 2\beta \kappa_n|||x - z||| \]
\[ + 2\beta |||d_n||| + |||e_n|||. \] (2.44)

Thus, it results from (2.34), (2.44), (2.31), and (2.30) that
\[ |||x_{n+1} - x||| = |||A_n(x_n - x) + (\text{Id} - A_n)(J_{\gamma_n A_n}(x_n - \gamma_n (B_n x_n + d_n)) - x + c_n)||| \]
\[ \leq |||A_n||| + |||\text{Id} - A_n||| + |||J_{\gamma_n A_n}(x_n - \gamma_n (B_n x_n + d_n)) - x||| \
\[ + |||\text{Id} - A_n||| + |||J_{\gamma_n A_n}(x_n - \gamma_n (B_n x_n + d_n)) - x||| \]
\[ \leq |||A_n||| + |||\text{Id} - A_n||| + |||x_n - x||| + 2\beta |||d_n||| + |||e_n|||. \] (2.45)

where
\[ \alpha_n = \tau_n + 2\beta \kappa_n \quad \text{and} \quad \delta_n = |||c_n||| + 2\beta \kappa_n|||x - z||| + 2\beta |||d_n||| + |||e_n|||. \] (2.46)

In turn, it follows from (2.33), (2.36), (2.27), (2.28), and (2.42) that $\sum_{k \in \mathbb{N}} \alpha_k < +\infty$ and $\sum_{k \in \mathbb{N}} \delta_k < +\infty$. Thus, (2.45) and [39, Lemma 2.2.2] yield
\[ \sup_{k \in \mathbb{N}} |||x_k - x||| < +\infty \] (2.47)
and, using (2.36) and (2.28), we derive from (2.38) that

$$\sum_{k \in \mathbb{N}} |||b_k||| < +\infty.$$  (2.48)

In view of (2.37), (2.35), and (2.39), (2.34) is equivalent to

$$x_{n+1} = \Lambda_n x_n + (\text{Id} - \Lambda_n) \left( J_{\gamma_n A} (T_n x_n - \gamma_n b_n) + h_n \right),$$  (2.49)

where

$$h_n = J_{\gamma_n A} (T_n x_n - \gamma_n b_n) - J_{\gamma_n A} (T_n x_n - \gamma_n b_n) + c_n.$$ (2.50)

Now set $$\mu = \sup_{k \in \mathbb{N}} |||x_k - x||| + \rho + 2\beta \sup_{k \in \mathbb{N}} |||b_k|||$$. Then it follows from (2.47) and (2.48) that $$\mu < +\infty$$. Moreover, we deduce from the nonexpansivity of $$T_n$$ and (2.40) that

$$|||T_n x_n - \gamma_n b_n||| \leq |||T_n x_n - T_n x||| + |||T_n x||| + 2\beta |||b_n|||$$

$$\leq |||x_n - x||| + \rho + 2\beta |||b_n|||$$

$$\leq \mu.$$ (2.51)

Hence, appealing to (2.22) and (2.27), we infer from (2.50) that

$$\sum_{k \in \mathbb{N}} |||h_k||| < +\infty.$$ (2.52)

Note that, upon introducing

$$a_n = h_n + \frac{1}{1-\lambda_n} (\Lambda_n - \lambda_n \text{Id}) (x_n - J_{\gamma_n A} (T_n x_n - \gamma_n b_n) - h_n)$$ (2.53)

and using (2.39), we can rewrite (2.49) in the form of (2.12), namely,

$$x_{n+1} = \lambda_n x_n + (1-\lambda_n) (J_{\gamma_n A} (x_n - \gamma_n (B x_n + b_n)) + a_n).$$ (2.54)

On the other hand, using (2.41) and the nonexpansivity of $$J_{\gamma_n A}$$ and $$T_n$$, we get

$$|||x_n - J_{\gamma_n A} (T_n x_n - \gamma_n b_n) - h_n||| \leq |||x_n - x||| + |||J_{\gamma_n A} (T_n x) - J_{\gamma_n A} (T_n x_n - \gamma_n b_n)|||$$

$$+ |||h_n|||$$

$$\leq 2|||x_n - x||| + 2\beta |||b_n||| + |||h_n|||.$$ (2.55)

Therefore, we derive from (2.47), (2.48), and (2.52) that

$$\nu = \sup_{k \in \mathbb{N}} |||x_k - J_{\gamma_k A} (T_k x_k - \gamma_k b_k) - h_k||| < +\infty,$$ (2.56)

and hence, from (2.53), (2.29) and the inequality $$\lambda_n \leq 1 - \varepsilon$$, that

$$|||a_n||| \leq |||h_n||| + \frac{1}{1-\lambda_n} |||\Lambda_n - \lambda_n \text{Id}||| |||x_n - J_{\gamma_n A} (T_n x_n - \gamma_n b_n) - h_n|||$$

$$\leq |||h_n||| + \frac{\nu}{\varepsilon} \max_{1 \leq i \leq m} |\lambda_{i,n} - \lambda_n|.$$ (2.57)

Thus, using (2.52) and arguing as in (2.33), we get

$$\sum_{k \in \mathbb{N}} |||a_k||| < +\infty.$$ (2.58)
However, Theorem 2.8(i) asserts that, with properties (2.20), (2.25), (2.48), (2.58), and under the hypotheses on \((\gamma_n)_{n \in \mathbb{N}}\) and \((\lambda_n)_{n \in \mathbb{N}}\) stated in Algorithm 2.2, the sequence \((x_n)_{n \in \mathbb{N}}\) generated by (2.54) converges weakly to a point in \(Z\). Since (2.54) is equivalent to (2.3) and (2.24) is equivalent to (1.7), the proof is complete. □

We conclude this section with the following theorem, in which we describe instances of strong convergence derived from Theorem 2.8.

**Theorem 2.10** Let \(((x_{i,n})_{n \in \mathbb{N}})_{1 \leq i \leq m}\) and \((x_i)_{1 \leq i \leq m}\) be as in Theorem 2.9. Then the following hold.

(i) Suppose that, for some \(i \in \{1, \ldots, m\}\), \(A_i\) is demiregular at \(x_i\) (see Proposition 2.4 for special cases). Then \(x_{i,n} \rightharpoonup x_i\).

(ii) Suppose that the operator \((y_j)_{1 \leq j \leq m} \mapsto (B_i(y_j)_{1 \leq j \leq m})_{1 \leq i \leq m}\) is demiregular at \((x_i)_{1 \leq i \leq m}\) (see Proposition 2.4 for special cases). Then, for every \(i \in \{1, \ldots, m\}\), \(x_{i,n} \rightarrow x_i\).

(iii) Suppose that the set of solutions to Problem 1.1 has a nonempty interior. Then, for every \(i \in \{1, \ldots, m\}\), \(x_{i,n} \rightarrow x_i\).

**Proof.** We use the same product space setting and notation as in the proof of Theorem 2.9. In particular, we set \(x = (x_1, \ldots, x_m)\) and \(\mathcal{H} = \mathcal{H}_1 \oplus \cdots \oplus \mathcal{H}_m\), and we define

\[
A: \mathcal{H} \rightarrow 2^{\mathcal{H}}: y \mapsto \bigotimes_{i=1}^{m} A_i y_i \quad \text{and} \quad B: \mathcal{H} \rightarrow \mathcal{H}: y \mapsto (B_i y)_{1 \leq i \leq m}. \tag{2.59}
\]

As seen in the proof of Theorem 2.9, the convergence properties of \((x_n)_{n \in \mathbb{N}} = ((x_{i,n})_{1 \leq i \leq m})_{n \in \mathbb{N}}\) follow from those listed in Theorem 2.8 and applied to the operators defined in (2.59); moreover, the set of solutions to Problem 1.1 is \(Z = (A + B)^{-1}(0)\).

(i): Set \(v_i = -B_i(x_1, \ldots, x_m)\) and

\[
(\forall n \in \mathbb{N}) \quad \begin{cases} y_{i,n} = J_{\gamma_n A_i}(x_{i,n} - \gamma_n B_i(x_{1,n}, \ldots, x_{m,n})) \\ v_{i,n} = \gamma_n^{-1}(x_{i,n} - y_{i,n}) - B_i(x_{1,n}, \ldots, x_{m,n}). \end{cases} \tag{2.60}
\]

We first derive from (1.7) that

\[
v_i = -B_i(x_1, \ldots, x_m) \in A_i x_i. \tag{2.61}
\]

Moreover, it follows from Theorem 2.8(i) that

\[
x_{i,n} \rightharpoonup x_i, \tag{2.62}
\]

from Theorem 2.8(ii) that

\[
\|B_i(x_{1,n}, \ldots, x_{m,n}) - B_i(x_1, \ldots, x_m)\| = \|B_i x_n - B_i x\| \leq ||B x_n - B x|| \rightarrow 0, \tag{2.63}
\]

and from Theorem 2.8(iii) and (2.21) that

\[
\|x_{i,n} - y_{i,n}\| \leq ||x_n - J_{\gamma_n A}(x_n - \gamma_n B x_n)|| \rightarrow 0. \tag{2.64}
\]

Combining (2.62) and (2.64), we obtain

\[
y_{i,n} \rightharpoonup x_i. \tag{2.65}
\]
Next, we derive from (2.60) that
\[ (\forall n \in \mathbb{N}) \quad (y_{i,n}, v_{i,n}) \in \text{gra} A_i \] (2.66)
and that
\[ (\forall n \in \mathbb{N}) \quad \|v_{i,n} - v_i\| \leq \frac{\|x_{i,n} - y_{i,n}\|}{\gamma_n} + \|B_i(x_{1,n}, \ldots, x_{m,n}) - B_i(x_1, \ldots, x_m)\|. \] (2.67)
Hence, it follows from (2.64), the condition \(\inf_{n \in \mathbb{N}} \gamma_n > 0\), and (2.63), that
\[ v_{i,n} \to v_i. \] (2.68)
Altogether, (2.61), (2.65), (2.66), (2.68), and Definition 2.3 yield \(y_{i,n} \to x_i\). In turn, appealing to (2.64), we conclude that \(x_{i,n} \to x_i\).

(ii): This follows Theorem 2.8(iv)(b).

(iii): This follows Theorem 2.8(iv)(c). \(\square\)

### 3 Coupling evolution inclusions

Evolution inclusions arise in various fields of applied mathematics [30, 42]. In this section, we address the problem of solving systems of coupled evolution inclusions with periodicity conditions.

Let us recall some standard notation [15, 48]. Fix \(T \in ]0, +\infty[\) and \(p \in [1, +\infty[\). Then \(\mathcal{D}([0, T[)\) is the set of infinitely differentiable functions from \([0, T[\) to \(\mathbb{R}\) with compact support in \([0, T[\). Given a real Hilbert space \(H\), \(\mathcal{C}([0, T]; H)\) is the space of continuous functions from \([0, T]\) to \(H\) and \(L^p([0, T]; H)\) is the space of classes of equivalences of Borel measurable functions \(x: [0, T] \to H\) such that \(\int_0^T \|x(t)\|^p_H dt < +\infty\). \(L^2([0, T]; H)\) is a Hilbert space with scalar product \((x, y) \mapsto \int_0^T \langle x(t) \mid y(t) \rangle_H dt\). Now take \(x\) and \(y\) in \(L^1([0, T]; H)\). Then \(y\) is the weak derivative of \(x\) if \(\int_0^T \phi(t)y(t)dt = -\int_0^T (d\phi(t)/dt)x(t)dt\) for every \(\phi \in \mathcal{D}([0, T[)\), in which case we use the notation \(y = x'\). Moreover,

\[ W^{1,2}([0, T]; H) = \{ x \in L^2([0, T]; H) \mid x' \in L^2([0, T]; H) \}, \] (3.1)
equipped with the scalar product \((x, y) \mapsto \int_0^T \langle x(t) \mid y(t) \rangle_H dt + \int_0^T \langle x'(t) \mid y'(t) \rangle_H dt\), is a Hilbert space.

**Problem 3.1** Let \((H_i)_{1 \leq i \leq m}\) be real Hilbert spaces and let \(T \in ]0, +\infty[\). For every \(i \in \{1, \ldots, m\}\), set
\[ \mathcal{W}_i = \{ x \in \mathcal{C}([0, T]; H_i) \cap W^{1,2}([0, T]; H_i) \mid x(T) = x(0) \}, \] (3.2)

let \(f_i \in \Gamma_0(H_i)\), and let \(B_i: H_1 \times \cdots \times H_m \to H_i\). It is assumed that there exists \(\beta \in ]0, +\infty[\) such that
\[ \sum_{i=1}^m (x_i - y_i) \mid B_i(x_1, \ldots, x_m) - B_i(y_1, \ldots, y_m) \|^2_{H_i} \geq \beta \sum_{i=1}^m \|B_i(x_1, \ldots, x_m) - B_i(y_1, \ldots, y_m)\|^2_{H_i}. \] (3.3)
The problem is to

\[
\text{find } x_1 \in \mathcal{W}_1, \ldots, x_m \in \mathcal{W}_m \text{ such that }
(\forall i \in \{1, \ldots, m\}) \quad 0 \in x'_i(t) + \partial f_i(x_i(t)) + B_i(x_1(t), \ldots, x_m(t)) \quad \text{a.e. on } ]0, T[, \quad (3.4)
\]

under the assumption that such functions exist.

**Algorithm 3.2** Fix \( \varepsilon \in ]0, \min\{1, \beta\} [\), \((\gamma_n)_{n \in \mathbb{N}} \text{ in } ]\varepsilon, 2\beta - \varepsilon[\), and \((\lambda_n)_{n \in \mathbb{N}} \text{ in } ]0, 1 - \varepsilon[\). Let, for every \( n \in \mathbb{N} \) and every \( i \in \{1, \ldots, m\} \), \( y_{i,n} \) be the unique solution in \( \mathcal{W}_i \) to the inclusion

\[
\frac{x_{i,n}(t) - y_{i,n}(t)}{\gamma_n} - (B_i(x_{1,n}(t), \ldots, x_{m,n}(t)) + b_{i,n}(t)) \in y'_{i,n}(t) + \partial f_i(y_{i,n}(t)) + e_{i,n}(t) \quad \text{a.e. on } ]0, T[ \quad (3.5)
\]

and set

\[
x_{i,n+1} = \lambda_{i,n} x_{i,n} + (1 - \lambda_{i,n}) y_{i,n} \quad (3.6)
\]

where, for every \( i \in \{1, \ldots, m\} \), the following hold.

(i) \( x_{i,0} \in W^{1,2}([0, T]; H_i) \).

(ii) \((b_{i,n})_{n \in \mathbb{N}} \) and \((e_{i,n})_{n \in \mathbb{N}} \) are sequences in \( L^2([0, T]; H_i) \) such that

\[
\sum_{n \in \mathbb{N}} \sqrt{\int_0^T \|b_{i,n}(t)\|^2_{H_i} dt} < +\infty \quad \text{and} \quad \sum_{n \in \mathbb{N}} \sqrt{\int_0^T \|e_{i,n}(t)\|^2_{H_i} dt} < +\infty. \quad (3.7)
\]

(iii) \((\lambda_{i,n})_{n \in \mathbb{N}} \) is a sequence in \([0, 1]\) such that \( \sum_{n \in \mathbb{N}} |\lambda_{i,n} - \lambda_n| < +\infty \).

In (3.5), \( b_{i,n}(t) \) models the error tolerated in computing \( B_i(x_{1,n}(t), \ldots, x_{m,n}(t)) \), while \( e_{i,n}(t) \) models the error tolerated in solving the inclusion with respect to \( \partial f_i(y_{i,n}(t)) \).

We now examine the weak convergence properties of Algorithm 3.2 (strong convergence conditions can be derived from Theorem 2.10).

**Theorem 3.3** Let \((x_{i,n})_{n \in \mathbb{N}}\) be sequences generated by Algorithm 3.2. Then, for every \( i \in \{1, \ldots, m\} \), \((x_{i,n})_{n \in \mathbb{N}} \) converges weakly in \( W^{1,2}([0, T]; H_i) \) to a point \( x_i \in \mathcal{W}_i \), and \((x_i)_{1 \leq i \leq m} \) is a solution to Problem 3.1.

**Proof.** For every \( i \in \{1, \ldots, m\} \), set \( \mathcal{H}_i = L^2([0, T]; H_i) \) and

\[
A_i: \mathcal{H}_i \to 2^{\mathcal{H}_i} \quad \text{where} \quad x \mapsto \begin{cases} \{ u \in \mathcal{H}_i \mid u(t) \in x'(t) + \partial f_i(x(t)) \text{ a.e. in } ]0, T[ \} \quad \text{if } x \in \mathcal{W}_i; \\
\emptyset \quad \text{otherwise}. \end{cases} \quad (3.8)
\]

Let us first show that the operators \((A_i)_{1 \leq i \leq m}\) are maximal monotone. For this purpose, let \( i \in \{1, \ldots, m\} \), and take \((x, u) \in \text{gra } A_i \) and \((y, v) \in \text{gra } A_i \). It follows from (3.8) that, almost everywhere
on $]0, T[, u(t) - x'(t) \in \partial f_i(x(t))$ and $v(t) - y'(t) \in \partial f_i(y(t))$. Therefore, by monotonicity of $\partial f_i$, we have

$$
\int_0^T \langle x(t) - y(t) \mid (u(t) - x'(t)) - (v(t) - y'(t)) \rangle_{H_i} dt \geq 0. \tag{3.9}
$$

Hence,

$$
\langle x - y \mid u - v \rangle = \int_0^T \langle x(t) - y(t) \mid (u(t) - x'(t)) - (v(t) - y'(t)) \rangle_{H_i} dt
$$

$$
= \int_0^T \langle x(t) - y(t) \mid (u(t) - x'(t)) - (v(t) - y'(t)) \rangle_{H_i} dt
$$

$$
+ \int_0^T \langle x(t) - y(t) \mid x'(t) - y'(t) \rangle_{H_i} dt
$$

$$
\geq \frac{1}{2} \int_0^T d \|x(t) - y(t)\|^2_{H_i} dt
$$

$$
= \frac{1}{2} (\|x(T) - y(T)\|^2_{H_i} - \|x(0) - y(0)\|^2_{H_i})
$$

$$
= 0. \tag{3.10}
$$

Thus, $A_i$ is monotone. To prove maximality, set $g_i = (1/2)\|\cdot\|^2_{H_i} + f_i$. Then $g_i \in \Gamma_0(H_i)$ and $\partial g_i = \text{Id} + \partial f_i$. Moreover, since $f_i \in \Gamma_0(H_i)$, it follows from the Fenchel-Moreau theorem that it is minorized by a continuous affine functional, say $f_i \geq \langle \cdot \mid v \rangle_{H_i} + \eta$ for some $v \in H_i$ and $\eta \in \mathbb{R}$. Now, let $y \in \text{dom} f_i = \text{dom} g_i$ and take $(x, u) \in \gra g_i$. Then (1.10) and Cauchy-Schwarz imply the coercivity property

$$
\frac{\langle x - y \mid u \rangle_{H_i}}{\|x\|_{H_i}} \geq \frac{g_i(x) - g_i(y)}{\|x\|_{H_i}}
$$

$$
= \frac{\|x\|_{H_i}}{2} + \frac{f_i(x) - g_i(y)}{\|x\|_{H_i}}
$$

$$
\geq \frac{\|x\|_{H_i}}{2} - \|v\|_{H_i} + \frac{\eta - g_i(y)}{\|x\|_{H_i}}
$$

$$
\rightarrow +\infty \quad \text{as} \quad \|x\|_{H_i} \rightarrow +\infty. \tag{3.11}
$$

Therefore, [15, Corollaire 3.4] asserts that for every $w \in H_i$ there exists $z \in W_i$ such that

$$
w(t) \in z'(t) + \partial g_i(z(t)) = z'(t) + z(t) + \partial f_i(z(t)) \quad \text{a.e. on } [0, T],
$$

i.e., by (3.8), such that $w - z \in A_i z$. This shows that the range of $\text{Id} + A_i$ is $H_i$ and hence, by Minty’s theorem [5, Theorem 3.5.8], that $A_i$ is maximal monotone.

Next, for every $i \in \{1, \ldots, m\}$ and every $(x_1, \ldots, x_m) \in H_1 \times \cdots \times H_m$, define almost everywhere

$$
B_i(x_1, \ldots, x_m): [0, T] \rightarrow H_i; t \mapsto B_i(x_1(t), \ldots, x_m(t)). \tag{13.13}
$$

Now let $(x_1, \ldots, x_m) \in H_1 \times \cdots \times H_m$ and set $(\forall i \in \{1, \ldots, m\}) b_i = B_i(0, \ldots, 0)$. Then it follows
We therefore deduce from (3.6) that
\[
\beta \sum_{j=1}^{m} \|B_j(x_1(t), \ldots, x_m(t)) - b_j\|_{H_j}^2 \leq \sum_{j=1}^{m} \langle x_j(t) - 0 \mid B_j(x_1(t), \ldots, x_m(t)) - b_j \rangle_{H_j}
\]
\[\leq \sum_{j=1}^{m} \|x_j(t)\|_{H_j} \|B_j(x_1(t), \ldots, x_m(t)) - b_j\|_{H_j}
\]
\[\leq \sqrt{\sum_{j=1}^{m} \|x_j(t)\|_{H_j}^2} \sqrt{\sum_{j=1}^{m} \|B_j(x_1(t), \ldots, x_m(t)) - b_j\|_{H_j}^2}. \tag{3.14}
\]

Therefore, for every \(i \in \{1, \ldots, m\}\),
\[
\|B_i(x_1, \ldots, x_m)(t)\|_{H_i}^2 \leq 2(\|b_i\|_{H_i}^2 + \|B_i(x_1, \ldots, x_m)(t) - b_i\|_{H_i}^2)
\]
\[\leq 2 \left(\|b_i\|_{H_i}^2 + \sum_{j=1}^{m} \|B_j(x_1(t), \ldots, x_m(t)) - b_j\|_{H_j}^2\right)
\]
\[\leq 2 \left(\|b_i\|_{H_i}^2 + \frac{1}{\beta^2} \sum_{j=1}^{m} \|x_j(t)\|_{H_j}^2\right) \text{ a.e. on } [0, T], \tag{3.15}
\]
which yields
\[
\int_0^T \|B_i(x_1, \ldots, x_m)(t)\|_{H_i}^2 dt \leq 2T\|b_i\|_{H_i}^2 + \frac{2}{\beta^2} \sum_{j=1}^{m} \|x_j\|^2, \tag{3.16}
\]
so that we can now claim that \(B_i: \mathcal{H}_1 \times \cdots \times \mathcal{H}_m \to L^2([0, T]; H_i) = \mathcal{H}_i\). In addition, upon integrating, we derive from (3.3) and (3.13) that, for every \((y_1, \ldots, y_m) \in \mathcal{H}_1 \times \cdots \times \mathcal{H}_m\),
\[
\sum_{i=1}^{m} \langle x_i - y_i \mid B_i(x_1, \ldots, x_m) - B_i(y_1, \ldots, y_m) \rangle \geq \beta \sum_{i=1}^{m} \|B_i(x_1, \ldots, x_m) - B_i(y_1, \ldots, y_m)\|^2. \tag{3.17}
\]
We have thus established (1.6).

Let us now make the connection between Algorithm 3.2 and Algorithm 2.2. For every \(n \in \mathbb{N}\) and every \(i \in \{1, \ldots, m\}\), it follows from (3.5), (3.8), (3.13), and the maximal monotonicity of \(A_i\) that \(y_{i,n}\) is uniquely defined and can be expressed as
\[
y_{i,n} = J_{\gamma_n A_i} \left( x_{i,n} - \gamma_n (B_i(x_{1,n}, \ldots, x_{m,n}) + b_{i,n}) \right) + a_{i,n}, \tag{3.18}
\]
where
\[
a_{i,n} = J_{\gamma_n A_i} \left( -\gamma_n e_{i,n} + x_{i,n} - \gamma_n (B_i(x_{1,n}, \ldots, x_{m,n}) + b_{i,n}) \right)
\]
\[\quad - J_{\gamma_n A_i} \left( x_{i,n} - \gamma_n (B_i(x_{1,n}, \ldots, x_{m,n}) + b_{i,n}) \right). \tag{3.19}
\]
We therefore deduce from (3.6) that
\[
x_{i,n+1} = \lambda_{i,n} x_{i,n} + (1 - \lambda_{i,n}) \left( J_{\gamma_n A_i} \left( x_{i,n} - \gamma_n (B_i(x_{1,n}, \ldots, x_{m,n}) + b_{i,n}) \right) + a_{i,n} \right). \tag{3.20}
\]
Thus, (3.20) derives from (2.3) with $A_{i,n} \equiv A_i$ and $B_{i,n} \equiv B_i$. On the other hand, for every $i \in \{1, \ldots, m\}$, by nonexpansivity of the operators $(J_{\gamma, A_i})_{n \in \mathbb{N}}$, we deduce from (3.19) and (3.7) that
\[\sum_{n \in \mathbb{N}} \|a_{i,n}\| \leq \sum_{n \in \mathbb{N}} \gamma_n \|e_{i,n}\| \leq 2\beta \sum_{n \in \mathbb{N}} \|e_{i,n}\| < +\infty.\] (3.21)

As a result, all the hypotheses of Algorithm 2.2 are satisfied and hence Theorem 2.9 asserts that, for every $i \in \{1, \ldots, m\}$, $(x_{i,n})_{n \in \mathbb{N}}$ converges weakly in $\mathcal{H}_i = L^2([0, T]; \mathcal{H}_i)$ to a point $x_i$, and $(x_i)_{1 \leq i \leq m}$ satisfies
\[(\forall i \in \{1, \ldots, m\}) \quad 0 \in A_i x_i + B_i(x_1, \ldots, x_m).\] (3.22)

Accordingly,
\[\sigma = \max_{1 \leq i \leq m} \sup_{n \in \mathbb{N}} \|x_{i,n}\| < +\infty\] (3.23)
and $(\forall i \in \{1, \ldots, m\}) x_i \in \text{dom} A_i \subset \mathcal{W}_i$. Moreover, since, in view of (3.8) and (3.13), (3.22) reduces to (3.4), $(x_i)_{1 \leq i \leq m}$ is a solution to Problem 3.1.

To complete the proof, let $i \in \{1, \ldots, m\}$. To show that $(x_{i,n})_{n \in \mathbb{N}}$ converges weakly to $x_i$ in $W^{1,2}([0, T]; \mathcal{H}_i)$, it remains to show that $(x_{i,n}')_{n \in \mathbb{N}}$ converges weakly to $x_i'$ in $L^2([0, T]; \mathcal{H}_i)$. We first observe that $(x_{i,n})_{n \in \mathbb{N}}$ lies in $W^{1,2}([0, T]; \mathcal{H}_i)$. Indeed, it follows from (3.8) that
\[(\forall n \in \mathbb{N})(\forall z \in \mathcal{H}_i) \quad J_{\gamma, A_i} z \in \text{dom}(\gamma, A_i) \subset \mathcal{W}_i \subset W^{1,2}([0, T]; \mathcal{H}_i).\] (3.24)

As a result, we deduce from (3.19) that $(a_{i,n})_{n \in \mathbb{N}}$ lies in $W^{1,2}([0, T]; \mathcal{H}_i)$. On the other hand, by construction, $(\gamma_{i,n})_{n \in \mathbb{N}}$ lies in $\mathcal{W}_i \subset W^{1,2}([0, T]; \mathcal{H}_i)$. In view of (3.6) and (i) in Algorithm 3.2, $(x_{i,n})_{n \in \mathbb{N}}$ is therefore in $W^{1,2}([0, T]; \mathcal{H}_i)$. Next, let us show that $(x_{i,n}')_{n \in \mathbb{N}}$ is bounded in $L^2([0, T]; \mathcal{H}_i)$. To this end, let $n \in \mathbb{N}$ and set
\[w_{i,n}(t) = \frac{x_{i,n}(t) - y_{i,n}(t)}{\gamma_n} - B_i(x_{1,n}(t), \ldots, x_{m,n}(t)) - b_{i,n}(t) - y_{i,n}(t) - e_{i,n}(t)\] a.e. on $]0, T[$. (3.25)

Then we derive from (3.5) that
\[w_{i,n}(t) \in \partial f_i(y_{i,n}(t))\] a.e. on $]0, T[$. (3.26)

Hence, since $w_{i,n} \in \mathcal{H}_i$, it follows from [15, Lemme 3.3] that
\[\frac{d(f_i \circ y_{i,n}(t))}{dt} = \langle w_{i,n}(t) | y_{i,n}'(t) \rangle_{\mathcal{H}_i}\] a.e. on $]0, T[$. (3.27)

On the other hand, since $y_{i,n} \in \mathcal{W}_i$, we have $y_{i,n}(T) = y_{i,n}(0)$. Therefore
\[\int_0^T \langle w_{i,n}(t) | y_{i,n}'(t) \rangle_{\mathcal{H}_i} dt = \int_0^T \frac{d(f_i \circ y_{i,n}(t))}{dt} dt = f_i(y_{i,n}(T)) - f_i(y_{i,n}(0)) = 0\] (3.28)
and, furthermore,
\[\int_0^T \langle y_{i,n}(t) | y_{i,n}'(t) \rangle_{\mathcal{H}_i} dt = \frac{1}{2} \int_0^T \frac{d\|y_{i,n}(t)\|_{\mathcal{H}_i}^2}{dt} dt = \|y_{i,n}(T)\|_{\mathcal{H}_i}^2 - \|y_{i,n}(0)\|_{\mathcal{H}_i}^2 = 0.\] (3.29)

We deduce from (3.28), (3.25), and (3.29) that
\[0 = \int_0^T \frac{\langle x_{i,n}(t) \rangle_{\mathcal{H}_i} | y_{i,n}'(t) \rangle_{\mathcal{H}_i} dt - \int_0^T \langle B_i(x_{1,n}(t), \ldots, x_{m,n}(t)) | y_{i,n}'(t) \rangle_{\mathcal{H}_i} dt - \int_0^T \langle b_{i,n}(t) | y_{i,n}'(t) \rangle_{\mathcal{H}_i} dt - \int_0^T \langle e_{i,n}(t) | y_{i,n}'(t) \rangle_{\mathcal{H}_i} dt.\] (3.30)
Thus, using Cauchy-Schwarz, the inequality \( \gamma_n \geq \varepsilon \), and (3.13), we obtain
\[
\|y_{i,n}'\|^2 \leq \left( \frac{1}{\varepsilon} \|x_{i,n}\| + \|B(x_{1,n}, \ldots, x_{m,n})\| + \|b_{i,n}\| + \|e_{i,n}\| \right) \|y_{i,n}'\|. \tag{3.31}
\]
In turn, it follows from (3.6) that
\[
\|x'_{i,n+1}\| \leq \lambda_{i,n} \|x'_{i,n}\| + (1 - \lambda_{i,n}) \left( \frac{1}{\varepsilon} \|x_{i,n}\| + \|B(x_{1,n}, \ldots, x_{m,n})\| + \|b_{i,n}\| + \|e_{i,n}\| \right). \tag{3.32}
\]
On the other hand, arguing as in (3.16), we derive from (3.23) that
\[
\|B_i(x_{1,n}, \ldots, x_{m,n})\| \leq \sqrt{2T} \|b_i\|^2_{H_i} + \frac{2m \sigma^2}{\beta^2} \leq \sqrt{2T} \|b_i\|_{H_i} + \sqrt{2m \frac{\sigma}{\beta}}. \tag{3.33}
\]
Hence, using (ii) in Algorithm 3.2, we derive by induction from (3.32) that
\[
\|x'_{i,n}\| \leq \max \left\{ \|x'_{i,0}\|, \frac{\sigma}{\varepsilon} + \sqrt{2T} \|b_i\|_{H_i} + \sqrt{2m \frac{\sigma}{\beta}} + \sup_{k \in \mathbb{N}} (\|b_{i,k}\| + \|e_{i,k}\|) \right\}. \tag{3.34}
\]
This shows the boundedness of \((x'_{i,n})_{n \in \mathbb{N}}\) in \(L^2([0,T]; H_i)\). Now let \(z\) be the weak limit in \(L^2([0,T]; H_i)\) of an arbitrary weakly convergent subsequence of \((x'_{i,n})_{n \in \mathbb{N}}\). Since \((x_{i,n})_{n \in \mathbb{N}}\) converges weakly in \(L^2([0,T]; H_i)\) to \(x_i\), it therefore follows from [48, Proposition 23.19] that \(z = x'_{i} \). In turn, this shows that \((x'_{i,n})_{n \in \mathbb{N}}\) converges weakly in \(L^2([0,T]; H_i)\) to \(x'_{i} \). \(\square\)

### 4 The variational case

We study a special case of Problem 1.1 which yields a variational formulation that extends (1.5).

Recall that, for every \(f \in \Gamma_0(H)\) and every \(x \in H\), the function \(y \mapsto f(y) + \|x - y\|^2/2\) admits a unique minimizer, which is denoted by \(\text{prox}_f x\). The proximity operator thus defined can be expressed as \(\text{prox}_f = J_{\partial f} [36]\).

**Problem 4.1** Let \((H_i)_{1 \leq i \leq m}\) and \((G_k)_{1 \leq k \leq p}\) be real Hilbert spaces. For every \(i \in \{1, \ldots, m\}\), let \(f_i \in \Gamma_0(H_i)\) and, for every \(k \in \{1, \ldots, p\}\), let \(\tau_k \in ]0, +\infty[\), let \(\varphi_k : G_k \rightarrow \mathbb{R}\) be a differentiable convex function with a \(\tau_k\)-Lipschitz-continuous gradient, and let \(L_{ki} : H_i \rightarrow G_k\) be linear and bounded. It is assumed that \(\min_{1 \leq k \leq p} \sum_{i=1}^{m} \|L_{ki}\|^2 > 0\). The problem is to
\[
\text{minimize} \sum_{i=1}^{m} f_i(x_i) + \sum_{k=1}^{p} \varphi_k \left( \sum_{i=1}^{m} L_{ki}x_i \right), \tag{4.1}
\]
under the assumption that solutions exist.

**Algorithm 4.2** Set
\[
\beta = \frac{1}{\max_{1 \leq k \leq p} \tau_k \sum_{i=1}^{m} \|L_{ki}\|^2}. \tag{4.2}
\]
Fix $\varepsilon \in ]0,\min\{1,\beta\}[, (\gamma_n)_{n\in\mathbb{N}}$ in $[\varepsilon, 2\beta - \varepsilon]$, $(\lambda_n)_{n\in\mathbb{N}}$ in $[0, 1 - \varepsilon]$, and $(x_{i,0})_{1 \leq i \leq m} \in \mathcal{H}_1 \times \cdots \times \mathcal{H}_m$.

Set, for every $n \in \mathbb{N}$,

\[
\begin{align*}
\begin{cases}
x_{1,n+1} &= \lambda_{1,n} x_{1,n} + (1 - \lambda_{1,n}) \left( \text{prox}_{\gamma_n f_1, n} \left( x_{1,n} - \gamma_n \left( \sum_{k=1}^{p} L_{k1}^* \varphi_k \left( \sum_{j=1}^{m} L_{kj} x_{j,n} \right) + b_{1,n} \right) \right) \right) + a_{1,n}, \\
& \vdots \\
x_{m,n+1} &= \lambda_{m,n} x_{m,n} + (1 - \lambda_{m,n}) \left( \text{prox}_{\gamma_m f_m, n} \left( x_{m,n} - \gamma_m \left( \sum_{k=1}^{p} L_{km}^* \varphi_k \left( \sum_{j=1}^{m} L_{kj} x_{j,n} \right) + b_{m,n} \right) \right) \right) + a_{m,n},
\end{cases}
\end{align*}
\]  
(4.3)

where, for every $i \in \{1, \ldots, m\}$, the following hold.

(i) $(f_i,n)_{n\in\mathbb{N}}$ are functions in $\Gamma_0(\mathcal{H}_i)$ such that

\[
(\forall \rho \in ]0, +\infty[) \sum_{n\in\mathbb{N}} \sup_{\|y\| \leq \rho} \| \text{prox}_{\gamma_n f_i, n} y - \text{prox}_{\gamma_n f_i} y \| < +\infty. \tag{4.4}
\]

(ii) $(a_{i,n})_{n\in\mathbb{N}}$ and $(b_{i,n})_{n\in\mathbb{N}}$ are sequences in $\mathcal{H}_i$ such that $\sum_{n\in\mathbb{N}} \|a_{i,n}\| < +\infty$ and $\sum_{n\in\mathbb{N}} \|b_{i,n}\| < +\infty$.

(iii) $(\lambda_{i,n})_{n\in\mathbb{N}}$ is a sequence in $[0, 1]$ such that $\sum_{n\in\mathbb{N}} |\lambda_{i,n} - \lambda_n| < +\infty$.

We now turn our attention to the asymptotic behavior of Algorithm 4.2 (strong convergence conditions can be derived from Theorem 2.10).

**Theorem 4.3** Let $((x_{i,n})_{n\in\mathbb{N}})_{1 \leq i \leq m}$ be sequences generated by Algorithm 4.2. Then, for every $i \in \{1, \ldots, m\}$, $(x_{i,n})_{n\in\mathbb{N}}$ converges weakly to a point $x_i \in \mathcal{H}_i$, and $(x_{i})_{1 \leq i \leq m}$ is a solution to Problem 4.1.

**Proof.** Problem 4.1 is a special case of Problem 1.1 where, for every $i \in \{1, \ldots, m\}$,

\[
A_i = \partial f_i \quad \text{and} \quad B_i : (x_j)_{1 \leq j \leq m} \mapsto \sum_{k=1}^{p} L_{ki}^* \nabla \varphi_k \left( \sum_{j=1}^{m} L_{kj} x_j \right). \tag{4.5}
\]

Indeed, define $\mathcal{H}$ as in the proof of Theorem 2.9 and set

\[
f : \mathcal{H} \to ]-\infty, +\infty[ : (x_i)_{1 \leq i \leq m} \mapsto \sum_{i=1}^{m} f_i(x_i) \tag{4.6}
\]

and

\[
g : \mathcal{H} \to \mathbb{R} : (x_i)_{1 \leq i \leq m} \mapsto \sum_{k=1}^{p} \varphi_k \left( \sum_{i=1}^{m} L_{ki} x_i \right). \tag{4.7}
\]
Then \( f \) and \( g \) are in \( \Gamma_0(\mathcal{H}) \) and it follows from Fermat’s rule and elementary subdifferential calculus that, for every \( (x_1, \ldots, x_m) \in \mathcal{H} \),

\[
(x_1, \ldots, x_m) \text{ solves } (4.1) \iff (0, \ldots, 0) \in \partial (f + g)(x_1, \ldots, x_m)
\]

\[
\iff (0, \ldots, 0) \in \partial f(x_1, \ldots, x_m) + \nabla g(x_1, \ldots, x_m)
\]

\[
\iff (\forall i \in \{1, \ldots, m\}) \ 0 \in \partial f_i(x_i) + \sum_{k=1}^{p} L^*_{ki} \nabla \varphi_k \left( \sum_{j=1}^{m} L_{kj} x_j \right)
\]

\[
\iff (\forall i \in \{1, \ldots, m\}) \ 0 \in A_i x_i + B_i(x_1, \ldots, x_m).
\] (4.8)

Next, let us show that the family \( (B_i)_{1 \leq i \leq m} \) in (4.5) satisfies (1.6) with \( \beta \) as in (4.2). First, Lemma 2.6 asserts that, for every \( k \in \{1, \ldots, p\} \), \( \nabla \varphi_k \) is \( \tau_k^{-1} \)-cocoercive. Hence, for every \( (x_1, \ldots, x_m) \in \mathcal{H} \) and every \( (y_1, \ldots, y_m) \in \mathcal{H} \), it follows from (4.5), (4.2), and the convexity of \( \| \cdot \|^2 \) that

\[
\sum_{i=1}^{m} \langle x_i - y_i | B_i(x_1, \ldots, x_m) - B_i(y_1, \ldots, y_m) \rangle
\]

\[
= \sum_{i=1}^{m} \sum_{k=1}^{p} \langle x_i - y_i | L^*_{ki} \left( \sum_{j=1}^{m} L_{kj} x_j - \sum_{j=1}^{m} L_{kj} y_j \right) \rangle
\]

\[
= \sum_{i=1}^{m} \sum_{k=1}^{p} \langle L_{ki} (x_i - y_i) | \sum_{j=1}^{m} L_{kj} x_j - \sum_{j=1}^{m} L_{kj} y_j \rangle
\]

\[
= \sum_{k=1}^{p} \sum_{i=1}^{m} \frac{1}{\tau_k} \| \nabla \varphi_k \left( \sum_{j=1}^{m} L_{kj} x_j \right) - \nabla \varphi_k \left( \sum_{j=1}^{m} L_{kj} y_j \right) \|^2
\]

\[
\geq \sum_{k=1}^{p} \frac{1}{\tau_k} \sum_{i=1}^{m} \| L_{ki} \|^2 \| \nabla \varphi_k \left( \sum_{j=1}^{m} L_{kj} x_j \right) - \nabla \varphi_k \left( \sum_{j=1}^{m} L_{kj} y_j \right) \|^2
\]

\[
\geq \beta \sum_{i=1}^{m} \sum_{k=1}^{p} \| L^*_{ki} \left( \sum_{j=1}^{m} L_{kj} x_j \right) - \sum_{j=1}^{m} L^*_{kj} \nabla \varphi_k \left( \sum_{j=1}^{m} L_{kj} y_j \right) \|^2
\]

\[
\geq \beta \sum_{i=1}^{m} \| \sum_{k=1}^{p} L^*_{ki} \nabla \varphi_k \left( \sum_{j=1}^{m} L_{kj} x_j \right) - \sum_{k=1}^{p} L^*_{ki} \nabla \varphi_k \left( \sum_{j=1}^{m} L_{kj} y_j \right) \|^2.
\] (4.9)

This shows that (1.6) holds. Furthermore, upon setting

\[
(\forall i \in \{1, \ldots, m\}) (\forall n \in \mathbb{N}) \quad A_{i,n} = \partial f_{i,n} \quad \text{and} \quad B_{i,n} = B_i,
\] (4.10)

we deduce from (4.4) that Algorithm 4.2 is a particular case of Algorithm 2.2. Altogether, Theorem 4.3 follows from Theorem 2.9. []

Here are a couple of applications of Problem 4.1.
Example 4.4 (network flows) Consider a network with $M$ links indexed by $j \in \{1, \ldots, M\}$ and $N$ paths indexed by $l \in \{1, \ldots, N\}$, linking a subset of $Q$ origin-destination node pairs indexed by $k \in \{1, \ldots, Q\}$. There are $m$ types of users indexed by $i \in \{1, \ldots, m\}$ transiting on the network. For every $i \in \{1, \ldots, m\}$ and $l \in \{1, \ldots, N\}$, let $\xi_{il} \in \mathbb{R}$ be the flux of user $i$ on path $l$ and let $x_i = (\xi_{il})_{1 \leq l \leq N}$ be the flow associated with user $i$. A standard problem in traffic theory is to find a Wardrop equilibrium $[45]$ of the network, i.e., flows $(x_i)_{1 \leq i \leq m}$ such that the costs in all paths actually used are equal and less than those a single user would face on any unused path. Such an equilibrium can be obtained by solving the variational problem $[13, 37, 41]$

$$\min_{x_1 \in C_1, \ldots, x_m \in C_m} \sum_{j=1}^{M} \int_{0}^{h_j(x_1, \ldots, x_m)} \phi_j(h) \, dh,$$  \hspace{1cm} (4.11)$$

where $\phi_j : \mathbb{R} \to [0, +\infty]$ is a strictly increasing $\tau$-Lipschitz continuous function modeling the cost of transiting on link $j$ and $h_j(x_1, \ldots, x_m)$ is the total flow through link $j$, which can be expressed as $h_j(x_1, \ldots, x_m) = \sum_{l=1}^{N} (Lx_i)^T e_j$, where $e_j$ is the $j$th canonical basis vector of $\mathbb{R}^N$ and $L$ is an $M \times N$ binary matrix with $j$th entry equal to 1 or 0, according as link $j$ belongs to path $l$ or not. Furthermore, each closed and convex constraint set $C_i$ in (4.11) is defined as $C_i = \{(\eta_l)_{1 \leq l \leq N} \in [0, +\infty]^N \mid \forall k \in \{1, \ldots, Q\}, \sum_{l \in N_k} \eta_l = \delta_{ik}\}$, where $\varnothing \neq N_k \subset \{1, \ldots, N\}$ is the set of paths linking the pair $k$ and $\delta_{ik} \in [0, +\infty]$ is the flow of user $i$ that must transit from the origin to the destination of pair $k$ (for more details on network flows, see $[40, 41]$). Upon setting

$$\varphi_1 : \mathbb{R}^M \to \mathbb{R}: (\nu_j)_{1 \leq j \leq M} \mapsto \sum_{j=1}^{M} \int_{0}^{\nu_j} \phi_j(h) \, dh,$$  \hspace{1cm} (4.12)$$

problem (4.11) can be written as

$$\min_{x_1 \in \mathbb{R}^N, \ldots, x_m \in \mathbb{R}^N} \sum_{i=1}^{m} Lx_i \cdot \varphi_1 \left( \sum_{i=1}^{m} Lx_i \right).$$  \hspace{1cm} (4.13)$$

Since $\varphi_1$ is strictly convex and differentiable with a $\tau$-Lipschitz-continuous gradient, (4.13) is a particular instance of Problem 4.1 with $p = 1$, $G_i = \mathbb{R}^M$ and $(\forall i \in \{1, \ldots, m\}) H_i = \mathbb{R}^N$, $f_i = \iota_{C_i}$, and $L_{ii} = L$. Accordingly, Theorem 4.3 asserts that (4.13) can be solved by Algorithm 4.2 which, with the choice of parameters $\gamma_n \equiv \gamma \in [0, 2/\tau[, \lambda_i, n \equiv 0$, $\lambda_n \equiv 0$, $a_i, n \equiv 0$, and $b_i, n \equiv 0$, yields

$$(\forall i \in \{1, \ldots, m\}) \quad x_{i,n+1} = P_{C_i} \left( x_{i,n} - \gamma L^T (\phi_1(\rho_{1,n}), \ldots, \phi_M(\rho_{M,n})) \right),$$  \hspace{1cm} (4.14)$$

where $(\rho_{1,n}, \ldots, \rho_{M,n}) = \sum_{j=1}^{m} Lx_{j,n}$. In the special case when $m = 1$ the algorithm described in (4.14) is proposed in $[14]$. Let us note that, as an alternative to (4.12), we can consider the function

$$\varphi_1 : \mathbb{R}^M \to \mathbb{R}: (\nu_j)_{1 \leq j \leq M} \mapsto \sum_{j=1}^{M} \nu_j \phi_j(\nu_j),$$  \hspace{1cm} (4.15)$$

under suitable assumptions on $(\phi_j)_{1 \leq j \leq M}$. In this case, (4.13) reduces to the problem of finding the social optimum in the network $[41]$, that is

$$\min_{x_1 \in C_1, \ldots, x_m \in C_m} \sum_{j=1}^{M} h_j(x_1, \ldots, x_m) \phi_j(h_j(x_1, \ldots, x_m)),$$  \hspace{1cm} (4.16)$$

which can also be solved with Algorithm 4.2.
Example 4.5 (best approximation) The convex feasibility problem is to find a point in the intersection of closed convex subsets $(C_i)_{1 \leq i \leq m}$ of a real Hilbert space $H$ [10, 21]. This problem arises in many applications in engineering and the physical sciences [17, 19]. In many instances, the intersection of the sets $(C_i)_{1 \leq i \leq m}$ may turn out to be empty and a relaxation of this problem in the presence of a hard constraint represented by $C$. This is a special instance of Problem 4.1 with $p = m - 1$ and, for every $i \in \{1, \ldots, m\}$, $f_i = \iota_{C_i}$ and $\omega_i = \gamma_i/\sum_{i=2}^{m} \omega_i$.

$$\min_{x_i \in C_i, \ldots, x_m \in C_m} \frac{1}{2} \sum_{i=2}^{m} \omega_i d^2_{C_i}(x_1),$$

(4.17)

where $(\omega_i)_{2 \leq i \leq m}$ are strictly positive weights such that $\max_{2 \leq i \leq m} \omega_i = 1$. We assume that this problem admits at least one solution, as is the case when one of the sets in $(C_i)_{1 \leq i \leq m}$ is bounded [23, Proposition 4]. Since, for every $i \in \{2, \ldots, m\}$ and every $x_1 \in C_1$, $d^2_{C_i}(x_1) = \min_{x_i \in C_i} \|x_1 - x_i\|^2$, (4.17) can be reformulated as

$$\min_{x_i \in C_1, \ldots, x_m \in C_m} \frac{1}{2} \sum_{k=1}^{m-1} \omega_k \|x_1 - x_{k+1}\|^2.$$  

(4.18)

This is a special instance of Problem 4.1 with $p = m - 1$ and, for every $i \in \{1, \ldots, m\}$, $f_i = \iota_{C_i}$ and

$$(\forall k \in \{1, \ldots, m - 1\}) \quad \varphi_k = \frac{\omega_k + 1}{2} \|\cdot\|^2 \quad \text{and} \quad L_{ki} = \begin{cases} \text{Id,} & \text{if } i = 1; \\ -\text{Id}, & \text{if } i = k + 1; \\ 0, & \text{otherwise}. \end{cases}$$

(4.19)

We can derive from Algorithm 4.2 an algorithm which, by Theorem 4.3, generates orbits that are guaranteed to converge weakly to a solution to (4.18). Indeed, in this case, (4.2) yields $\beta = 1/(2(m-1))$. For example, upon setting $\gamma_n \equiv \gamma \in [0, 1/(m-1)]$, $\lambda_n \equiv 0$, $\lambda_{i,n} \equiv 0$, $a_{i,n} \equiv 0$, $b_{i,n} \equiv 0$, and $f_{i,n} = \iota_{C_i}$ for simplicity, Algorithm 4.2 becomes

$$\begin{cases} x_{1,n+1} = P_{C_1}((1 - \gamma \sum_{i=2}^{m} \omega_i)x_{1,n} + \gamma \sum_{i=2}^{m} \omega_i x_{i,n}) \\
(\forall i \in \{2, \ldots, m\}) \quad x_{i,n+1} = P_{C_i}(\gamma \omega_i x_{1,n} + (1 - \gamma \omega_i)x_{i,n}). \end{cases}$$

(4.20)

In the particular case when $m = 2$ and $\gamma = 1/2$, then $\omega_2 = 1$, (4.18) is equivalent to finding a best approximation pair relative to $(C_1, C_2)$ [9, 11], and (4.20) reduces to

$$\begin{cases} x_{1,n+1} = P_{C_1}((x_{1,n} + x_{2,n})/2) \\
x_{2,n+1} = P_{C_2}((x_{1,n} + x_{2,n})/2). \end{cases}$$

(4.21)
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